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classify explain
And now ?



Are Our Explanations Good Enough?
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Some Desiderata for Explanations
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Evaluating Fidelity: Comparison with Ground Truth 

15[Arras et al. 2020]
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Evaluating Sufficiency
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Utilitarian Perspective
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Explanations are good if they 
provide some additional 
(measurable) advantage.



Layer-wise Relevance Propagation
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Layer-wise Relevance Propagation
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Can LRP be Justified Theoretically?
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Deep Taylor Decomposition
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LRP is More Stable than Gradient
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LRP for Different Types of Models
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(Eberle'20)

(Schnake'20)



Towards Actionable Explanations 
with LRP
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PASCAL VOC Challenge (2005 - 2012)
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Detect problem in CAV space -> project out (no retraining)

P-ClArC Projective Class Artifact Compensation

[Anders et al. 2019]
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Explanation-Guided Training
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Cross-domain few-shot classification task (CD-FSC)

[Sun et al. 2021]
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model learns 

1. track the ball

2. focus on paddle

3. focus on the tunnel
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Understanding Learning Behaviour
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XAI-Based Pruning
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(Yeom et al. 2021)
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XAI-Based Pruning
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No fine-tuning
only 10 samples per class 
(domain adaptation scenario)



So are we done ?
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Explanations can be used beyond visualization purposed


Theoretical approaches to XAI exist (e.g. Deep Taylor, Shapley). That 
allows to compute meaningful explanations, also beyond deep nets.


Explanations need to be actionable (e.g. in scientific applications)


New book to come soon ...
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Our new book is out
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Thank you for your attention
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