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Walk-Through Examples



Validating a Face Classifier

#images: 26,580

Faces in the wild 
(from Flickr) 

Task: Predict gender & 
age (range)

(0-2), (4-6), (8-13), (15-20), (25-32), (38-43), (48-53), (60+)



(Lapuschkin et al., 2017)

A = AdienceNet

C = CaffeNet

G = GoogleNet

V = VGG-16

[i] = in-place face alignment

[r] = rotation based alignment

[m] = mixing aligned images for training

[n] = initialization on Imagenet

[w] = initialization on IMDB-WIKI

Validating a Face Classifier
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Validating a Face Classifier

 Choose the explanation 
technique and its parameters



Validating a Face Classifier

(Montavon et al., 2019)
(Kohlbrenner et al., 2019)

Principle: Explain each layer type (input, conv., fully 
connected layer) with the optimal rule according to DTD.



Validating a Face Classifier

(Montavon et al., 2019)
(Kohlbrenner et al., 2019)



Validating a Face Classifier



Validating a Face Classifier

Unmask Clever Hans 
examples



Validating a Face Classifier



Validating a Face Classifier

 Iteratively validate and 
improve the model



Understanding Learning Behaviour

(Lapuschkin et al., 2019)



Understanding Learning Behaviour

(Lapuschkin et al., 2019)

model learns 

1. track the ball

2. focus on paddle

3. focus on the tunnel



Understanding Learning Behaviour

(Lapuschkin et al., 2019)

model learns 

1. track the ball

2. focus on paddle

3. focus on the tunnel

Visualize learning 
behaviour



Understanding Learning Behaviour

(Lapuschkin et al., 2019)



Understanding Learning Behaviour

(Lapuschkin et al., 2019)

Varying size of replay memory: 
(state, action, reward, next state)



Understanding Learning Behaviour

(Lapuschkin et al., 2019)

Varying size of replay memory: 
(state, action, reward, next state)

Compare architectures 
and meta-parameters



Meta-Explanations



Meta-Explanations

(Lapuschkin et al., 2019)

classify explain cluster

Meta-Explanations



(Lapuschkin et al., 2019)

Spectral Relevance Analysis (SpRAy)



Spectral Relevance Analysis (SpRAy)

(Lapuschkin et al., 2019)

SpRAy for Fisher Vector and DNN classifiers on PASCAL VOC 2017.



Spectral Relevance Analysis (SpRAy)



Explanation beyond visualization 
(Unhansing Datasets)

Anders et al. 2019



Automating Clever Hans Detection



Automating Clever Hans Detection

The solution of FDA can be understood as directions of maximal separability 
between clusterings, and, when normalized and plugged into the original 
objective, gives scores of separability.



Automating Clever Hans Detection
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Unhansing



Unhansing

addition of artifact 
candidates degrades the 
model performance, thus 
validating their Clever-
Hans property. 
ClArC’ed models (blue) 
show better performance 
on the poisoned validation 
set, implying increased 
robustness against Clever-
Hans artifacts.



Explanation beyond visualization 
(Explanation-Guided Training)

Sun et al. 2020



Explanation-Guided Training

Cross-domain few-shot classification task (CD-FSC)
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Explanation beyond visualization 
(XAI-Based Pruning)

Yeom et al. 2019



XAI-Based Pruning



XAI-Based Pruning

With fine-tuning



XAI-Based Pruning

No fine-tuning
only 10 samples per class 
(domain adaptation scenario)



XAI in the Sciences



XAI in the Sciences

(Thomas et al. 2019)

Our approach:
- Recurrent neural 

networks (CNN + LSTM) 
for whole-brain analysis

- LRP allows to interpret 
the results



XAI in the Sciences
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XAI in the Sciences

Hägele et al., 2020
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XAI in the Sciences

determining the label solely from the 
patch’s centre cell (yellow mark)

small artificial corruption

training a classifier on a dataset 
lacking examples of necrosis



XAI in the Sciences



Conclusion



Conclusion

Explanations can be used beyond visualization purposed


Theoretical approaches to XAI exist (e.g. Deep Taylor, Shapley). That allows to 
compute really meaningful explanations, also beyond deep neural networks.


Large interested of XAI in scientific communities
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Our new book is out



Thank you for your attention


